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Motivation

There are numerous tool sets
(CoreNLP [1], OpenNRE [2]) aimed
at a deep analysis of the single
document. With this ARElight demo
we bridge the gap with the lack of
instruments aimed on deep analysis
of large texts or massive collections of
documents.

Focus of Application

Sentiment Analysis between mentioned
named entities [3]:

Implementation Details

Language: Python-3.9
Sampler: AREkit-0.24.0
NER: BERTOntoNotes5 (DeepPavlov)
Translator: googletrans PyPI
Classifier: BERTbase 3-class
(positive, negative, neutral),
fine-tuned on Russian texts:
• RuSentRel 1.1
• RuAttitudes 2.0
UI: Web + D3JS

pip install git+https://github.com/nicolay-
r/arelight@v0.24.0

https://github.com/nicolay-r/ARElight

Concept

Memory-effective Multi-document Context Sampler

ARElight pipeline includes 4 modules:
1 sampling of text entity-pairs ⟨A, B⟩ context from large documents;
2 extract sentiment between entities (A sent−−→B) via fine-tuned BERTbase model;
3 [optional] form graphs from {A sent−−→B} and analyse with graph algorithms;
4 interactive web-visualisation with force- & radial-layout graphs.

Web Demo

https://guardeec.github.io/
arelight_demo/template.html

Demo includes 3 case-studies:
1 Analysis of “War & Peace” books by
Leo Tolstoy Volumes 1-3.

2 VKontakte Social Network 1, 351, 478
Ru/Ua-war user comments.

3 Comparison of X/Twitter Rishi
Sunak, Boris Johnson, and Elon Musk.
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