Paccy>xgeHne ¢ MOMOLLbIO
OO/IbLLUUNX A3bIKOBbIX MOAENEN B
3a7a4e aHasrim3a TOHA/IbHOCTU

Ha PYCCKOM A3blKe

Nicolay Rusnachenko
nicolay-r.github.io



Outline
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as-it-is depending on scales in Sentiment Analysis

2. ¢ How to apply Chain-of-Thought in Sentiment Analysis

3. @ How to build the most-recent advanced Sentiment

Analysis system




Sentiment Analysis

Is an extraction of author opinion towards objects mentioned in text:

= Opinions

Keynotes about the task:
¥ Potentially huge amount of mentioned named entities.

¢ Documents may vary in size = complexity of the task




Text Classification

P. Turney 2004 — Given text, the task is to define to which sentiment class it is
related to: positive, negative, neutral

Mpe3naeHT Llain IHB3HbL 3asBuNa, 4To Knutamn
ncnonb3yeT hpuHaHCOBOe AaBrieHue U NbiTaeTcs
NOB/UATL Ha pe3ysibTaThl NPeACTOALLNX
npe3naeHTCKMX BbIbopoB Ha TaliBaHe.

\
Limitations:
¢ Presume that we deal with the single ° @ e
entlty |n text Negative Neutral Positive

¢ Texts are expected to be short




Targeted Sentiment Analysis

[Mpe3uaeHT Llan IHBaHbL 3asaBuia, uto Kuran
Ncnosib3yetr oMHaAHCOBOE flaB/IEHNE U MNbITAETC
NOBINATL Ha pe3ynbTarbl NPeAcToALLNX
npe3naeHTCKUX BbIBOPOB Ha TaneaHe.,
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Towards Large Language Models g




Towards Large Language Models g (Architecture)

Conventional Methods

Transformers
Neural Networks 2017
e CNN 2018 i e.:;%n':;.;%g BasEond P
° LSTM \ ................................................................................
2019 BART 15

Self-Attention e e

backbone
ET
Transformers (LM) N
global g cpletonest
PEGASUS atenton
Encoders o= (ongfomnen S
BERT = |
attention)
. e e
2022

salient sentence selecton———> PRIMERA

GPT, T5




Towards Large Language Models g3 (Training)

List the main training techniques:

1. Unsupervised Pre-training
a. + Distant Supervision (optional)

2. Supervised Tuning

a. Instructions
3. Reinforcement Learning With

Human Feedback
(RLHF Framework)

LLM: LM + Instruction tuning + (RLHF)




Experiments &




Experiments ¢ 1/2 (Dataset Setup)

RuSentNE-2023 — sentences from Two versions:
Wikinews articles (CC BY 2.5), o .
annotated mentioned named 1. Original Texts (Russian)

entities. Content from 400 articles.

25 nionsa 2016 roga ogHa U3 ABYX KPYNHEMLLMX TENEKOMMYHUKALMOHHbIX
KomnaHwii CLUA Verizon Communications ocuyuansHo o6bssiuia o

E ntity types: O R G ) P E R , LO C ) ggl‘?;loxfr OCHOBHOr0 GM3HECa OAIHOTO 3 KPYMHEWLIMX MAPOBbIX NOPTa/I0B |vahoot | ORGANIZATION A

COUNTRY, PROFESSION, S e e PERSON 1
— i , 6
NATIONALITY kil b bt sl o
CBSATbIHb. ®paHuum COUNTRY 0
B OCHOBHOM J€/CTBYIOLUMMIA IMLAM1 PACCKA30B SMUC BbICTYNalT
Three classes: Positive, Negative, i e e e s g B PERSON 0
Neutral

Splits Statistics: 2. Translated Texts (English) wia coogletrans)

1 . Tl’a | n (1 O K) On July 25, 2016, one of the two largest US telecommunications

companies, Verizon Communications, officially announced the purchase of

2. \Validation (2.8K) Ol S s L ¥ahal ERslEaeT

Fonnélly, all decisionsrwere made collectively, but experts hold 1.1 Feng

3 . Te St (1 . 9 K) responsible for the bloody repressions. Li Peng PERSON 1

“Notre Dame is a historical symbol of France, a priceless treasure of
|European and world culture, one of the most important Christian shrines. France COUNTRY 0

Evaluation Metric: F1(PN), F1(PNO) S i LRI el ponems o euti s Witk e et

loneliness of aging women. Alice's PERSON 0




Experiments ¢ 2/2 (Zero-Shot-Learning mode)

Ru: KOKOBO OTHOLLEHME aBTOPA U/In APYroro CyO6beKTa B ripeasioxeHnn {Sentencej} k
{target}? BoiGepu n3 Tpex BAPUAHTOB: MO3UTUBHAS, HErATUBHAS], HEUTPA/IbHAS

En: What is the attitude of the author or another subject in the sentence {Sentence} to
the target {target}? Choose from: positive, negative, neutral.

List of the models

Open:
] . ) ) ) " N Meta
e 3-4B tiny: sl/zgd Microsoft-Phi 5 H MISTRAL
e /B small-sized Phi-3 AI_ Llama 3

e 56-70B medium
Proprietary:

e 1/5B ChatGPT-3.5
o 18T ChatGPT-4

j temperature 041




Findings 1/3 /<) (Source Language Differences)

Type
B Non-English (Russian)
EEm English

F1(PN)

Mistral-7b Mixtral-8x7b Mixtral-8x22b LLaMA-2-70b LLaMA-3-8b LLaMA-3-70b GPT-3.5-1106 GPT-3.5-0613 GPT-4

h‘ MISTRAL povets @
AI_ Llama 3



Findings 2/3 /°) (Open LLMs Becoming better in factual
presence of Sentiment)

Models are getting better in determining factual presence of sentiment F1(PNO)

* Texts in English

Type
EEl F1(PN) (Positive and Negative)
B F1(PNO) (Positive, Negative, Neutral)

60.7

F1(PN)

Mixtral-8x7b Mixtral-8x22b 0
LLaMA-2-70b LLaMA-3-8b LLaMA-3-70b

MISTRAL Fottete
AI _ Llama 3




Findings 3/3 - (Task goes beyond the LLM
benchmarking)

Results could be significantly improved Best results in past by encoders:
by fine-tuning
e BERT-base (40.9)

e Affection of bias v
e @ RoBERTa-large ensemble (66.7)

e Hallucinations

70 -
.............................................................................................................. “667

Mistral-7b  Mixtral-8x7b Mixtral-8x22b LLaMA-2-70b LLaMA-3-70b LLaMA-3-8b GPT-3.5-1106 GPT-3.5-0613 GPT-4 baseline-(BERT) HAMAM

Mk

l



Error Analysis | 7




} !

Error Analysis 1/3 # (Sympathy missing)

JlereHgapHeivi Yak Beppu rnortepsi/i CO3HAHME HA KOHLEpPTE

JlereHaapHblii Yak Beppu noTepssi co3HaHNe Ha KoHLepTe

negative

LLM

JNlereHpapHbIi Yak Beppy NnoTepsisl co3HaHWe Ha KOoHLepTe

Sym[Sathy T

__ Positive
ff! /

Author




Error Analysis 2/3 7 (Wrong source of opinion #1)

HOnus xe B cBOKO oyepeabr 0OBUHSIET ObIBLUErO Cyrnpyra B TOM, YTO OH He
BbIMO/THSIET peLueHne cyaa ...

‘}Onm e B CBOK ouyepelb 06BUHSAET ObIBLLEro cynpyra B

TOM, UTO OH He BbIMOJIHAET pelleHne cyga ...

negz/e
/

LLM
KON Xe B CBO oyepeb 06BUHSAET BbIBLIErO Cyrpyra B

TOM, YTO OH He BbIMOJIHAET pelleHne cyga ...

4

@X¢ _/neutral

Author




Error Analysis 3/3

/" (Wrong source of opinion

Cutyaumnsa, ogHako, He MOXeT He 6eCNOKOUTb -- 0O bEM 3KCNopTa

Ha 8%

#2)

B AMepuKy ynar

Cutyaumsi, ogHako, He MOXET He BeCrnokouTb -- 06beM
aKcnopTta B AMepuKy ynan Ha 8%

A
()

negative

LLM

negative

@g¢
./

Cutyayusa, ofHaKo, He MOXET He BecrnokouTb -- 06bem
aKcnopTta B Amepuky ynan Ha 8%

A
()

neutral




Reasoning in Steps #’




¢ Zero-shot Chain-of-Thought (CoT)

¢ Generate the reasoning (supportive text) the answer

https://arxiv.org/abs/2205.11916

(c) Zero-shot (d) Zero-shot-CoT (Ours)

/Q: A juggler can juggle 16 balls. Half of the balls are golf balls,\  /Q: A juggler can juggle 16 balls. Half of the balls are golf balls, \
and half of the golf balls are blue. How many blue golf balls are and half of the golf balls are blue. How many blue golf balls are
there? there?

A: The answer (arabic numerals) is A: Let’s think step by step.
(Output) 8 X (Output) There are 16 balls in total. Half of the balls are goif
balls. That means that there are 8 golf balls. Half of the golf balls

\ / \are blue. That means that there are 4 blue golf balls. +/ /

Question: How this could be applied in Sentiment Analysis?




¢ Fundamental Question of Rationality

HARRY POTTER AND THE

METHODS OF
RATIONALITY

“I ask the fundamental question of rationality: why do you believe
what you believe? What do you think you know and how do you think you
know it? What makes you think Lucius wouldn't sacrifice you the same
way he'd sacrifice anything else for power?”

Draco shot Harry another odd look. “Just what do you know about Fa-
ther?”

“Um...seat on the Wizengamot, seat on Hogwarts’ Board of Governors,
incredibly wealthy, has the ear of Minister Fudge, has the confidence of

BY ELIEZER YUDKOWSKY

¥ 82 ¥

CHAPTERS 1-122 PLUS OMAKE FILES 14

What and how if you breakdown the fundamental question of rationality.

- Fact (What do you think you know)
- Opinion on it? (how do you think you know it).



¢« Sentiment Analysis with Three-hop Reasoning (1/ 3)

Which specific aspect of [ENTITY] is
possibly mentioned?

Given the sentence [SJENIIS\N[®S .
1

Ve

-

* Reasoning Implicit Sentiment with Chain-of-Thought Prompting
https://arxiv.org/abs/2305.11255



¢ Sentiment Analysis with Three-hop CoTl Reasoning (2 / 3)

1 |Which specific aspect of [ENTITY] is
possibly mentioned?

Given the sentence [SI=NIIEN @S| 1
)

LLM

he mentioned aspectis [55 fs ==,

Based on common sence what's the implicit
oplnlon towards the mentioned aspect
ENTITY] and why?

* Reasoning Implicit Sentiment with Chain-of-Thought Prompting
https://arxiv.org/abs/2305.11255



¢ Sentiment Analysis with Three-hop CoT Reasoning (3/3)

STEP 1. Given the sentence

1 SI=NMIEN®S|. Which specific aspect
of [ENTITY] is possibly mentioned?

STEP 2. The mentioned aspect is

. Based on common sence what's
the implicit opinion towards the mentioned
aspect of [ENTITY] and why?

2

LLM
The opinion towards aspect of [ENTITY] is [[Z5] I f
3 [FESTIES] Based on such opinion, what is the '"2;;5;2;:, ' —»|Positive, negative, neutral

sentiment polarity towards [ENTITY]?

LLM




@ Fine-tuning with Chain-of-Thought




Experiments ¢ (Fine-tuning)

Flan-T5: base (750M), large (1B), xI (3B) "0 Training loop:
1. Infer model per each CoT step (x3)
Resource: NVIDIA-A100 (40GB) 2. Calculate loss and backpropagation
Source: RuSentNE-2023 (train) in English Answer checking strategy: label
matching

More details: Reasoning-Framework

launching in Colab & Training duration: 5-6 epochs.

70 3
| S = £
G [~ SR =
/A <y < " — 4
60 - O
—a— Flan-TH,,ce
50 -0 Flan-‘TSL”Hl. H
—&— Flan-TH,,
40 :
1 2 3 1 5 i

Flan-T5 fine-tuning with THoOR technique




Results

(Fine-tuning %)

CoTl Fine-tuning help model robustness at the small scale

Type
@ PROMPT-tuning
BN THoR-CoT-tuning

F1(PN)

FlanT5-base FlanT5-large FlanT5-xI




(Fine-tuning %)

Results i,

And the result tuned FlanT5-x| outperforms the top encoder-based submission on
RuSentNE-2023

70 -
SOTA (RoBERTa, HAMAM architecture) - - - - 5.8 pa s

62.4 62.7
60 -

— 40 -
z Type
E B PROMPT-tuning
30 - BN THoR-CoT-tuning
20 -
10 -
0

FlanT5-base FlanT5-large FlanT5-xI




Conclusions and Key Takeaways

1. '] How well Large Language Models can actually reason
as-it-is depending on scales in Sentiment Analysis

¢ Better to translate data
2. & How to apply Chain-of-Thought in Sentiment Analysis
¢ Three Hop Reasoning Concept

3. @ How to build the most-recent advanced Sentiment
Analysis system

¢ You can go with the THoOR Tuning

¢ larger model is preferable




Links

Framework:

https://qgithub.com/nicolay-r/Reasoning-for-Sentiment-Analysis-Framework

https://arxiv.org/abs/2404.12342

Leaderboard:

https://github.com/nicolay-r/RuSentNE-LLM-Benchmark



https://github.com/nicolay-r/Reasoning-for-Sentiment-Analysis-Framework
https://arxiv.org/abs/2404.12342
https://github.com/nicolay-r/RuSentNE-LLM-Benchmark

Thank you
for your attention!

Dr. Nicolay Rusnachenko

nicolay-r.github.io



